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Experiments

Deep Depth from Focus with Differential Focus Volume

Introduction

Depth From Focus (DFF):
• Take pictures of the same scene with different focal distances
• Infer depth of the scene through focal analysis
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Challenge and Our Contribution

• Connections between Stereo Matching and DFF
• Stereo matching:

• Find the best matched pixels among frames
• Use cost volume to compare pixel similarity features

• DFF:
• Find the sharpest pixels among frames
• Use focus volume to compare pixel sharpness features

• Challenge: No existing work considers the specialty of DFF
in their network designs

• Contribution: Introduce the deep differential focus volume
by considering the geometric prior of DFF and the success
of the deep cost volume in stereo matching

Figure 1. Top: DFF input (focal stack), Bottom: Optical diagram of DFF.
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Deep Focus Volume (FV)
• Imitate the deep cost volume in stereo matching
• Stack multi-frame features in a new frame dimension

Deep Differential Focus Volume (DFV)
• Consider that a focal stack only has one best-focused pixel of a 3D point
• Differentiate FV along the frame dimension to detect the single extremum

Depth Regression and Uncertainty Estimation
• Given an N-frame focal stack, the depth !𝑑! of pixel 𝑥!

!𝑑! = ∑"#$% 𝑝!" ' 𝑙" (1)
§ 𝑝!" : the probability that the pixel 𝑥! in the 𝑖&' frame is the best-focused
§ 𝑙" : the focal distance of the 𝑖&' frame

• The prediction uncertainty ∅! of pixel 𝑥!

∅! = ∑"#$% 𝑝!" ' (𝑙" − !𝑑!)( (2)
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(a)
Figure 2. (a) Demonstration of FV, (b) Illustration of differential features and normalized features.

(b)

In-focus Score Diff. In-focus Score Norm. In-focus Score Table 1. Evaluation results on FoD500 test set.

Table 2. Evaluation results on DDFF-12 validation set. Our-DFV also ranks the 1st on DDFF-12 test set. 

(a) (b)
Figure 3. (a) Qualitative results on FoD500 (top two rows) and DDFF-12 (bottom two rows) dataset. (b) Qualitative 
results on Mobile depth dataset. The warmer or brighter the color, the higher the value. 

Figure 4. Focus probability visualization on FoD500 (top) and Mobile depth (bottom). 
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Code and pre-trained model are available at:  https://github.com/fuy34/DFV Acknowledgement: This work is supported in part by NSF award #1815491.


